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Abstract—A selecao e otimizacdo de modelos para previsao
de séries temporais é uma tarefa complexa que tradicionalmente
exige conhecimento especializado e esforco manual. Este trabalho
propde e avalia o uso de algoritmo genético evolucionirio em
conjunto com Large Language Models(LLMs). Para isso, trés
abordagens foram desenvolvidas e comparadas: (i) um algoritmo
genético classico, que utiliza operadores estocasticos de selecao,
crossover e mutacio; (ii) um algoritmo genético com evolucio
guiada por LLM com uma estratégia definida no prompt, onde
o LLM ¢ responsavel por gerar a populacio cada geracio; e (iii)
algoritmo genético com evolucio guiada por LLM com estratégia
livre. Também foram usados LLMs para gerar e corrigir o
codigo dos modelos de maneira eficaz. Os experimentos indicam a
capacidade dos LLMs de atuar como agente de evolucdo, obtendo
resultados proximos ao estado da arte para o dataset analisado.

I. INTRODUCAO

A modelagem de séries temporais é um dos problemas
centrais de diversas dreas, como economia, meteorologia,
transportes, trafego, entre outras [1], [2]. Tradicionalmente,
sdo usadas técnicas de estatistica como ARIMA, baseado em
médias méveis autoregressivas, TBATS, com modelagem de
tendéncia, Holt-Winters, com suavizacdo exponencial, mod-
elos vetoriais, entre outros [3]-[6]. Técnicas mais modernas
de aprendizado de mdaquina emergiram nas ultimas décadas
com o avango do poder computacional e das grandes bases de
dados, como XGBoost, LightGBM, Random Forest, LSTM,
TCN, GRU, além de outras abordagens recentes [7]-[10].

Escolher qual modelo utilizar dentre tantos disponiveis
envolve alguns desafios, como o trade-off viés-varidncia, un-
derfitting e overfitting, a disponibilidade de dados e poder
computacional, além da complexa tarefa de selecdo de fea-
tures, hiperparametros e a defini¢do de esquemas de validacdo
cruzada temporal. Esse processo € de extrema importancia,
uma vez que afeta diretamente a acurdcia das previsdes que
impactam na tomada de decisdo. Com isso, pequenos aumen-
tos na acurdcia de um modelo podem trazer ganhos a diversos
dominios [11]-[13].
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Esse trabalho propde um algoritmo genético evoluciondrio
em conjunto com Large Language Models (LLMs) para gerar
modelos de previsdo de séries temporais. O problema central
¢ determinar se a abordagem evoluciondria é eficaz para
obter bons modelos por meio de cédigo gerado por LLMs.
Além disso, também avalia a eficicia dos LLMs como guia
para a evolu¢do em comparacdo com a evolugdo puramente
estocdstica.

II. REFERENCIAL TEORICO
A. Previsdo de Séries Temporais

A previsdo de séries temporais envolve modelar sequéncias
de dados ordenados no tempo para estimar valores futuros.
Métodos classicos incluem modelos estatisticos como ARIMA
e Exponential Smoothing. Com o avango do aprendizado
de mdquina, surgiram abordagens baseadas em 4rvores de
decisdo, redes neurais recorrentes e arquiteturas de atencdo
temporal. Essas técnicas requerem selecdo de features, ajuste
de hiperparametros e definicio de esquemas de validacdo
cruzada temporal (time-series cross-validation). [3], [11]

Paliari et al. [14] demonstraram que modelos de aprendizado
de mdquina, especificamente LSTM e XGBoost, tendem a
superar o método estatistico tradicional ARIMA na previsido
de séries temporais financeiras de curto prazo. Os resultados
indicaram a superioridade geral do LSTM na redugdo de
métricas de erro, com o ARIMA mostrando-se mais eficaz
apenas em cendrios especificos de valores nominais muito
baixos.

B. Valida¢do Cruzada em Séries Temporais

Em séries temporais, os dados ndo sdo independentes: o
valor atual depende de passos anteriores. Por isso, o conjunto
de treino deve sempre preceder o de validagdo/teste no tempo,
evitando vazamento de informacdo futura para o modelo. As-
sim, ndo ¢ possivel utilizar a validacdo cruzada tradicional(k-
fold), pois ndo é permitido embaralhar os dados e a validacdo
cruzada tradicional alteraria a ordem e a dependéncia temporal



dos dados. A solug@o adequada € a validagdo cruzada temporal
[15], utilizando estratégias de janela deslizante(rolling win-
dow) e janela expansiva(expanding window), que garante que
o modelo sempre seja avaliado em dados futuros em relacao
ao periodo de treinamento.

C. Geragdo de Codigo via LLMs

Large Language Models(LLMs), como GPT-4 [16] e GPT-
5, se mostraram efetivos em tarefas de processamento de
linguagem natural, planejamento e geracdo de cddigo. Os
modelos de linguagem sdo capazes de gerar trechos de cédigo-
fonte em linguagens como Python, importar bibliotecas, definir
fungdes e entender o contexto. Além disso, os modelos podem
ser utilizados para limpeza dos dados, selecio de features
e divis@o treino/teste. Instrucdes detalhadas podem guiar o
modelo e melhorar significativamente os resultados. [17]-[20]

D. Algoritmos Evoluciondrios

Algoritmos genéticos sdo usados para otimizagdo. Uma
populacdo de solucdes candidatas(individuos) participa de
um processo de evolucdo baseado na teoria da evolucdo de
Darwin. A populagdo passa por um processo de selecdo,
recombinag@o e mutacdo e cada individuo é avaliado por uma
funcdo de avaliacdo(fitness) que quantifica o qudo bem um
individuo resolve um determinado problema. A cada gerag@o,
os individuos mais aptos(com melhor fitness) t€m maior prob-
abilidade de transmitir os seus genes(partes da solugdo) para
a proxima geracdo. [21]

A combinacio entre algoritmos evolucionarios e LLMs pode
ser extremamente poderosa. Por um lado, os algoritmos evolu-
tivos podem aprimorar os resultados gerados pelo LLLM através
da engenharia de prompt. Por outro lado, o LLM pode utilizar
seu grande conhecimento dos mais variados dominios para
conduzir buscas mais inteligentes nos algoritmos genéticos,
atuando como operadores evolutivos [22].

E. Algoritmos Evoluciondrios e LLMs

A combinagdo de algoritmos evoluciondrios e LLMs se
mostrou eficaz para geracdo de fungdes de recompensa para
aprendizado por reforco. Em [23] foi proposto o algoritmo
EUREKA para design de recompensas que utiliza parte do
cédigo-fonte e a descricdo da tarefa como contexto para um
LLM(GPT-4). Cada funcdo de recompensa ¢ utilizada para
o treinamento de um modelo de aprendizado por reforco e as
métricas do treinamento sdo utilizadas para guiar um processo
de busca evoluciondria. Foram obtidos resultados de nivel
humano no design de fung¢des de recompensa.

III. METODOLOGIA

Este trabalho propde e avalia uso de algoritmos evolu-
ciondrios em conjunto LLMs para otimizar a geracdo de mod-
elos de previsdao de séries temporais, usando codigo gerado
por LLMs. Foi definido o esquema genético, onde os genes
de cada individuo sdo: o modelo, os hiperpardmetros e as
features. Apds a definicdo de uma populacdo de individuos
de acordo com o algoritmo genético, um prompt € construido

através de um template fixo para o LLM gerar uma funcdo
train_and_predict em Python que implementa exata-
mente o modelo, as features e os hiperparametros definidos
pelos genes de cada individuo e retorna o valor da funcio
de fitness definida. A avaliagdo de cada modelo de previsao,
definida pela medida de fitness do individuo, é utilizada para
definir as proximas geragoes.

A arquitetura do sistema estd ilustrada na Fig. 1, composta
por um Gerador de Populacdo(GPT-5.1), que define os in-
dividuos de cada populacdo, LLMs Geradores de C6digo(GPT-
5.1-Codex) e LLMs Corretores de Codigo(GPT-5.1-Codex).
O prompt utilizado para geragcdo de codigo estd exibido na
Fig. 2 e caso o cédigo gerado pelo LLM Gerador de Cédigo
apresente algum erro, o LLM Corretor de Cédigo gera novo
codigo, usando o prompt exibido na Fig. 3, recebendo o cdigo
que apresentou erro e a mensagem de erro gerada.

Gerador de Populagio
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Fig. 1. Arquitetura do sistema
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Cada worker gera cidigo para um individuo; se falhar, o corretor repara e reexecuta
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CODE_PROMPT = """You are an expert data scientist.

Given the training and testing data in pandas DataFrame, write Python code that
1. Receives a dictionary named ‘data dict’ with keys 'train_ X', 'train_y', and
‘test X’

2. Builds and fits the specified model on (train_X, train_y)

3. Returns a dict with key 'preds’' containing the NumPy array of predictions
for test_x.

You receive two lists:

- orig_features = {orig_features}

- new_features = {new_features}
- All features in ‘orig_features + new_features’ ALREADY EXIST in "train_X ' and
“test_X'.
- You DO NOT need to create lags, rollings or time features
columns.

Just use the

Additicnal requirements:
- Target column is '{target}"
- Use only the following feature columns: {orig features} + {new_features}
- Access the target series directly:
train_y = data_dict["train_y']

{do not index again por "[{target}]’).
- Standardize the feature columns using StandardScaler fitted on train_X
- Model type: {model}
- Hyperparameters (use exactly these): {hyperparams}
- Use random_state={seed} where applicable
- Do not allow shape mismatches or NaN values in the predictions.
- The code must returnm only a NumPy array of type float, not a list or pandas
Series. For example: preds = np.array(preds, dtype=float)
- Ensure there are no NaN or None values in “preds’ before returning
- All indices are datetime-based and aligned; assume continuity.
- Do not use ".reset_index()" or mix index types.
- Do not print anything.
- CUDA is available

Provide only the Python code of a function called
“train_and_predict(data_dict)" (nmo explanations, just code).**Do not include**
any markdown fences, comments or extra text — respond ONLY with the raw
function code

Fig. 2. Prompt para geragdo de cédigo



ERROR_CORRECTION_PROMPT = """You are an expert Python developer.
The following code failed with an error.
Your task is to fix the code to make it work correctly.

## ORIGINAL CODE:
" python
{original_code}

## ERROR ENCOUNTERED:
{error_message}

## REQUIREMENTS:

- The function must be named "“train_and_predict(data_ dict)

- It must return a dict with key 'preds' containing predictions as a NumPy array
- Use the same model type: {model}

- Use the same hyperparameters: {hyperparams}

- Access data as: train_X = data_dict['train_X'],

train_y = data_dict['train_y'], test_X = data_dict['test X']

- Ensure predictions are float64 MNumPy array with no NaN values

- Handle any potential data shape or type issues

- Add proper error handling and data validation

## COMMON FIXES:

- Make sure the library is installed by adding "!pip install" before the code
- Check data shapes and types before fitting

- Handle missing wvalues or infinite values

- Ensure model parameters are valid for the data size

- Add try-catch blocks for model fitting/prediction

- Validate prediction output format

Provide ONLY the corrected Python function code, no explanations or markdown."""
Fig. 3. Prompt para geragdo de cédigo

Para validar a proposta, foram desenvolvidas e exploradas
trés abordagens distintas: (i) algoritmo genético classico, onde
o processo evoluciondrio é guiado pela aleatoriedade; (ii)
algoritmo de evolu¢do guiada por LLM, com estratégia de
evolugdo definida no prompt, onde o LLM define a populacao
de cada geracdo; e (iii) algoritmo de evolug¢do guiada por
LLM, com estratégia de evolucdo livre para o LLM definir
a populacdo de cada geracdo.

Em todas as abordagens, cada individuo € testado de acordo
com um esquema de validag¢do cruzada para séries temporais
de Expanding Window(TimeSeriesSplit) e o fitness final
do individuo é a média da métrica de todos folds.

A. Abordagem (i): Algoritmo Genético Cldssico

No algoritmo genético cldssico, a populacdo é definida de
acordo com a aleatoriedade. A populagdo inicial é gerada
através de sorteios de modelo e features, enquanto os hiper-
pardmetros de cada individuo sdo sorteados dentro de um
espaco de busca pré-definido para cada hiperpardmetro de
cada modelo. Os individuos sdo selecionados para a proxima
geracdo através de torneio, onde dois individuos sdo escolhidos
aleatoriamente e o de melhor fitness € selecionado. Seleciona-
dos os individuos, é realizada a etapa de crossover de features,
onde € definido um ponto de corte aleatério, como ilustrado
no exemplo a seguir:

Il
—
[
~
[
~
=
~
=
—

indl ["features"]
ind2 ["features"] =
ponto de corte: 2
resultado:
ind3["features"] =
ind4 ["features"] =

Além da selecio e crossover, também podem ocorrer

mutagdes de duas formas: (i) ativacdo ou desativacdo de uma
feature aleatdéria ou (ii) escolha de um novo valor aleatdrio
para um hiperparametro, dentro do intervalo permitido.

B. Abordagem (ii): LLM como guia para evolugdo, com
estratégia definida no prompt

No algoritmo genético guiado por LLM, a populacido ndo é
definida de forma estocastica, mas pelo LLM. Ao invés de re-
alizar seleg@o e definir probabilidades de crossover e mutacio
via cédigo, a cada geracdo, o prompt da Fig. 4 é criado a
partir de um template para que o LLM gere toda a populacio
de individuos, atuando como um guia para a evolugdo. Esse
prompt contém a lista de modelos e features disponiveis,
o individuo de melhor fitness obtido até o momento e os
melhores individuos da geracdo anterior com seus respectivos
genes. Como ilustrado na Fig. 5, na primeira geracdo € pedido
ao LLM para explorar e diversificar o espago de busca,
enquanto nas proéximas geragdes é pedido para utilizar uma
estratégia que combine elitismo, crossover e exploracdo, sem
restringir valores ou probabilidades para cada um, dando mais
autonomia e liberdade para o LLM guiar o processo evolutivo.
Assim como nas outras abordagens, assim que a populacdo
¢ definida, um outro prompt € construido e enviado para
um outro LLM gerar a fun¢do train_and_predict que
retorna os valores preditos para serem usados na validagdo
cruzada temporal.

C. Abordagem (iii): LLM como guia para evolucdo, com
estratégia definida pelo LLM de forma livre

Nessa abordagem, o LLM atua como guia para evolugido,
definindo os individuos de cada populacdo de forma livre. A
Fig. 6 ilustra como o LLM ¢ instruido a escolher de forma livre
elitismo, crossover e exploragdo. Assim como na Abordagem
(i), o LLM também recebe a lista de modelos e features
disponiveis, o individuo de melhor fitness até o momento e os
melhores individuos da geracdo anterior com seus respectivos
genes.

IV. EXPERIMENTOS
A. Dataset e pré-processamento

Para validagdo e implementacdo, foi utilizado o dataset
Appliances Energy Prediction [24], com 19735 linhas de
leituras de consumo de energia a cada 10 minutos com
condicdes meteoroldgicas externas de uma estagdo proxima.
Para preparar os dados para a modelagem, foi realizado um
pré-processamento com engenharia de features para fornecer
mais informag@o aos modelos. Foram criadas novas features
de forma automatizada:

o Features de Lag: valores defasados da varidvel alvo
criados para diversos intervalos(1, 3, 7, 24, 168 periodos),
visando capturar a autocorrelagdo da série.

o Features de Janela Movel: estatisticas como média, desvio
padrdo e valor maximo foram calculadas sobre janelas
deslizantes de diferentes tamanhos(3, 7, 24 periodos).

o Features Temporais: foram extraidas a hora do dia e o
dia da semana a partir da data. O més foi decomposto em



POP_PROMPT = textwrap.dedent("""
You are an expert ML engineer specializing in genetic algorithms for
time series forecasting

## CONTEXT
Dataset: Time series forecasting with target '{target}
Population size: {size} individuals for GENERATION {gen}
Current baseline RMSE: {baseline_rmse} ({goal: minimize)
Available models: {models}
Original features: {orig_features}
Engineered features: {new_features}

## TASK
Generate EXACTLY {size} diverse individuals as a JSON array.
Each individual has:

"model”: string from available models

"orig_features”: subset of original features

"new_features”: subset of engineered features

"hyper”: dicticnary of hyperparameters specific to the model

## STRATEGY FOR GENERATION {gen}
{strategy_section}

## MODEL-SPECIFIC HYPERPARAMETER GUIDELINES
**Tree-based (XGBoost, RandomForest, LightGBM)**
Focus on n_estimators (50-5@@), max_depth (3-1@), learning_rate (@.91-8.3)
**Neural Networks (MLPRegressor, LSTM, GRU)**:
Hidden layer sizes, activation functions, learning rates
**Time Series (ARIMA, SARIMAX, Prophet)**: Seasonal parameters,
trend components, order parameters
**Regression (SVR, Elastichet, BayesianRidge)**: Regularization parameters
kernel choices, alpha values

## COMNSTRAINTS
Use ONLY existing features DO NOT invent new ones
MEVER include '{target}’' in features (data leakage)
Ensure all individuals are unique(different model OR features OR hyperparams)
All hyperparameters must be valid for the chosen model
Use random_state/seed values for reproducibility where applicable

=== TOP-5 PERFORMERS FROM PREVIOUS GENERATION ===
{top5_history}
=== END TOP-5 ===

Respond with ONLY a JSON array of {size} objects, no additional text
"ty Lstrip()

Fig. 4. Prompt de geracdo de populagdo

componentes seno e cosseno para capturar a ciclicidade
sazonal de forma continua.

Para avaliar o desempenho e a eficicia das duas abordagens
propostas, foi definido o Root Mean Squared Error(RMSE)
como métrica de fitness. O artigo que publicou o dataset
[24], [25] obteve RMSE 66.65 utilizando validacdo cruzada
de 10 folds. Assadian, Cameron Francis, and Francis Assadian
[26] obtiveram RMSE 59.61 utilizando Extra Trees Regressor,
62.96 para Random Forest e 63.86 para XGBoost também
utilizando validag@o cruzada de 10 folds.

Foi definido um conjunto de modelos disponiveis: Arima,
Holt-winters, DecisionTreeRegressor, XGBoost, KNRegressor,
SARIMAX, RandomForestRegressor, LightGBM, SVR, Cat-
Boost, MLPRegressor, Prophet, TBATS, NBEATS, Extra-
TreesRegressor, LGBMRegressor, CatBoostRegressor, XGBRe-
gressor, ElasticNet, TCN, RNN, LSTM, GRU, Temporal-
FusionTransformer, VAR, BayesianRidge, StackingRegressor,
KalmankFilter, ETS, DeepAR.

Durante a implementac@o, houve suspeita de que o LLM
estaria utilizando de informagdo prévia do Dataset utilizado,
uma vez que estd disponivel publicamente na internet. Com
isso, foi implementado um processo de anonimizagdo das
features, através da criagdo de um mapa que converte cada

def get_strategy_section(gen: int, pop_size: int) -» str:

"""Gera secdc de estratégia dinamicamente baseada na geragdo™""

if gen == @:

return """**FIRST GEMERATION - Random Initialization:**

- Generate {pop_size} diverse individuals with random model and feature
combinations
- Explore the full model space: try at least 1@ different model types
- Use varied feature combinations: some with few features, others with more
- Set reasonable hyperparameter ranges for each model type
- Ensure maximum diversity to establish a strong foundation
v, format(pop_size=pop_size)

else:
# Calcula distribuicdo para geragbes posteriores
elitism = int(pop_size * 0.3}
crossover = int(pop_size * 9.3)
exploration = pop_size - elitism - crossover

return f"""**GENERATION {gen} - Evolutionary Strategy:**
1. **Elitism ({elitism} individuals):**
- Take the TOP performers and apply small mutations (add/remove 1 feature
and/or tweak 1 hyperparameter)

2. **Crossover ({crossover} individuals):**
- Combine features from one top performer with hyperparameters from another
- Mix model types: use successful features with different algorithms
- Blend hyperparameter ranges from successful candidates

3. **Exploration ({exploration} individuals):**
- Try underexplored models or feature combinations
- Experiment with hyperparameter ranges not yet tested
- Focus on models/features that showed promise but need refinement
- Balance exploitation of known good patterns with exploration of new
possibilities"""

Fig. 5. Estratégia de geracdo de populagdo definida no prompt

def get_strategy_section(gen: int, pop_size: int) -» str:
if gen ==
return f"""**FIRST GENERATION - Free Random Initialization**
- Generate {pop_size} diverse individuals with broad coverage of models and
features
- Prefer high diversity across models, feature subsets, and hyperparameters
- Do not assume narrow ranges; include both conservative and extreme (but wvalid)
values
v, format(pop_size=pop_size)
else:
return f"""**GENERATION {gen} - Free-form Evolution (LLM-decided)**
- You are free to choose any balance between elitism, crossover, and exploration
(including assigning @ to any of them)
- Feel free to introduce other operators: mutation-only, random injections,
novelty search, model swap with same features, feature swap with same model, etc.
- Leverage patterns from previous TOP-5 performers but keep a meaningful portion
for wildcard ideas
- Avoid near-duplicates (change at least model OR features OR hyperparameters)
- Explore wide hyperparameter ranges (uniform/log-uniform where appropriate)
without sticking te narrow bands
- Produce exactly {pop_size} valid and unique individuals

Fig. 6. Estratégia livre de geracdo de populacido

nome de feature original para um rétulo genérico, como F01,
F02. Entretanto, ap6s a anonimiza¢do dos nomes das colunas
ndo foi constatada mudanga no comportamento do LLM.

B. Resultados

Foram executados experimentos usando as 3 abordagens,
com 20 individuos por geragdo e utilizando validacdo cruzada
de 10 folds. A Fig. 7 mostra o grifico de convergéncia
do abordagem (i), algoritmo genético cldssico estocdstico,
que obteve RMSE 64.51 na 5% geracdo com o algoritmo
CatBoostRegressor. Ja as Figs. 8 e 9 retratam os gréficos de
convergéncia das abordagens (ii) e (iii), com RMSE 63.38
na 7* geracdo e RMSE 63.58 na 9* geragdo, respectivamente,
ambos com XGBoost.
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Fig. 7. Abordagem (i): Convergéncia do algoritmo genético cldssico
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Fig. 8. Abordagem (ii): Convergéncia do algoritmo genético com LLM como
guia para evoluc@o, com estratégia definida no prompt

C. Explicabilidade

Foi realizada uma andlise dos individuos gerados nas
populacdes de cada experimento. Analisando os individuos e
suas métricas de cada abordagem, nota-se que a abordagem
(i) converge cedo e a média de fitness dos invididuos diminui
e também converge para proximo do minimo, enquanto as
abordagens (ii) e (iii) também convergem cedo, mas a média
de cada geracdo oscila, indicando que o LLM estd tentando
explorar o espago de busca.

Na abordagem (i), estocdstica, como ndo hd nenhuma in-
teligéncia guiando a escolha de features ou a calibracdo dos
hiperparametros, a evolu¢dao tende a recombinar cegamente
partes de solugdes que nao tem fitness tdo bom, fazendo com
que certos padrdes de features e modelos se tornem domi-
nantes ndo por serem os melhores, mas por serem herdados
com frequéncia. Isso leva a uma convergéncia prematura: a
populacdo evolui em poucos modelos e muitas variacdes sao
apenas clones com pequenas mudangas numéricas, podendo
levar o algoritmo a ficar preso em um minimo local. Essa
convergéncia prematura pode ser observada na Fig. 7, onde a
média de fitness de cada geragao(linha vermelha) se aproxima
cada vez mais do 6timo da gerac@o(linha azul).

Com a estratégia de evolucdo definida no prompt da abor-

o 2 4a 6 8
Geragao

Fig. 9. Abordagem (iii): Convergéncia do algoritmo genético com LLM como
guia para evolug@o, com estratégia definida pelo LLM de forma livre

dagem (ii) (30% elitismo, 30% crossover, 40% exploracdo), o
LLM transformou uma populagdo inicial muito diversa em
um conjunto bem concentrado de arvores/GBMs e alguns
modelos sequenciais apoiados em um conjunto estivel de
features(lights + RH_2 ou RH_6 + T3 + lags + rolling stats +
tempo), com pouca exploracdo nas geragdes finais, indicando
que a evolucdo encontrou um padrio 6timo que o LLM passou
a explorar quase exclusivamente. Diferente da abordagem (i),
o LLM priorizou crossover entre modelos da mesma classe.

Por fim, na abordagem (iii) com estratégia livre, o LLM
também comecou a evolugdo com uma populagdo inicial
muito diversa e evoluiu para o mesmo conjunto de modelos
de ensembles de arvore (ExtraTrees, RandomForest, LGBM,
XGBoost) e modelos lineares regularizados(ElasticNet e
BayesianRidge), sempre usando o conjunto de features: lags,
estatisticas de janelas e sazonalidade temporal. Em todas as
geracdes ha algum LSTM/GRU/TCN/NBEATS/DeepAR/TFT,
mas poucos por geragdo, gerados como exploragdo do espago
de busca. Também aparecem em todas as geragdes modelos
classicos de séries, como ARIMA, SARIMAX e Holt-Winters,
comec¢ando com poucas varidveis e expandindo o nimero de
varidveis ao longo das geragdes. O LLM aprendeu que os
melhores modelos tem lag 1 e frequentemente utiliza outros
lags, como 3,7,24. Também utiliza estatisticas rolling_mean,
hora do dia, dia da semana e seno e cosseno do més. E possivel
perceber claramente que o LLM utilizou elitismo, mutacdo de
hiperparametros, crossover de features e alguns modelos novos
aleatdrios.

V. CONCLUSAO

Este trabalho investigou a integragdo de LLMs com algo-
ritmo genético evoluciondrio para a otimizacdo de modelos
de previsdo de séries temporais. Os experimentos realizados
compararam uma abordagem de algoritmo genético cléssico,
puramente estocdstica, com duas abordagens guiadas por
LLM, uma com estratégia de evolugcdo definida no prompt
e outra com estratégia livre, utilizando o dataset Appliances
Energy Prediction.



A andlise qualitativa dos individuos de cada geracdo indica
que os LLMs podem ter alguma vantagem em relacdo a
abordagem puramente estocdstica. A abordagem estocdstica
pode convergir precocemente a um minimo local, pois a
aleatoriedade pode levar alguns padrdes de modelos e features
a se tornarem dominantes por serem herdados com frequéncia.
Enquanto na abordagem com estratégia definida no prompt,
o LLM foi instruido com valores percentuais de elitismo,
crossover e exploragdo e ainda assim ndo atuou como um
operador de evolutivo cego: o LLM identificou e preservou um
conjunto de features(como lags e estatisticas de janela movel)
e realizou crossovers e mutagdes que faziam mais sentido
do ponto de vista de arquitetura dos modelos, mantendo
também uma taxa de mutag¢do(explora¢do) de modelos. Por
fim, na abordagem onde o LLM teve liberdade para definir
sua prépria estratégia de evolucdo, também foi identificado
um conjunto de features e o LLM utilizou elitismo, crossover
de hiperpardmetros e mutacdo de hiperpardmetros e modelos.

Foi realizada a anonimizagdo das features, que ndo alterou
o comportamento do LLM, sugerindo que o modelo conseguiu
orientar as decisdes evolutivas com base na estrutura dos dados
e nas métricas de desempenho, e ndo por conhecimento prévio
sobre o dataset.

A combinagdo entre algoritmo genético evoluciondrio e
LLM foi capaz de obter resultados préximos ao estado da
arte para o dataset analisado. Além disso, os resultados in-
dicam que os LLMs atuais possuem capacidade suficiente para
gerenciar o trade-off entre exploragido(exploration) e aproveita-
mento(exploitation) de forma autébnoma, sem a necessidade de
definir taxas de mutagc@o ou crossover. Por fim, a arquitetura
proposta de geracdo e correcdo de cddigo pelos LLMs se
mostrou eficaz para modelos de previsdo de séries temporais
em Python.
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