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Abstract. Most people use review sites such as Yelp to enhance their experiences
when going out. Even though this kind of website offers a good basis, just a
star review is not enough. In this paper we developed a sentiment analysis
model that highlights the best and worst aspects of a few cuisines. The approach
is based on a support vector machine (SVM) model that is used to unveil the
sentiment tendency of each word in a review. Among the restaurant categories
explored, we found that customers tend to value more service than food flavor
and some common senses have been emphasized: Chinese food is usually greasy
and French cuisine overpriced.

1. Introduction
The introduction of the Web back in late 20th century is undoubtedly one of the

greatest revolutions in recent human history, and therefore completely changed the way
how people live but especially how they share and explain their experiences. The advent
of websites which encourage users to express their opinion, such as Yelp and Trip Advi-
sor, has greatly contributed to the growth in the amount of information available online
about businesses in general. This data became very relevant and valuable for companies,
business owners and for anyone who is interested in what users say about their products
and how they can enhance their services.

Huge amount of data does not always guarantee a satisfactory outcome [Choi
and Han, 2010], as business owners may not have time to read and absorb such amount
of information. In an abundance scenario, Natural Language Processing and Sentiment
Analysis have gained traction and have been the focus of major researches worldwide.
In this paper we are going to use such techniques to characterize a few cuisines based
on good and bad aspects reported by their consumers. What are the key factors for a
restaurant success and the major customer concerns for a great meal are some of the
questions that we aim to answer.

Yelp is an American company that aims to connect people with great local busi-
nesses [Yelp, 2019]. Their platform consists in a social network-like forum, where patrons
can write textual reviews along with a star-rating about their experiences in all kinds of
restaurants. Thousands of people use Yelp on a daily basis across the globe and recent
researches have shown that the effect of these reviews on people’s choice is significant.
Luca [2011] ran an empirical research that showed that a one-star increase in Yelp rating
leads to a 5-9 percent increase in revenue, therefore revealing how valuable Yelps data is.

The rise in popularity of websites such as Yelp draws the attention of the food
industry, thus making user-provided ratings a crucial index. In previous years, impor-
tant researches focused on this field have been emerging. Famous studies include an



exploration of why reviews that contained the word “Groupon” provided, on average, sig-
nificantly lower ratings than reviews that did not [Byers et al., 2011] and a survey that
investigated the reason why users use Yelp [Hicks et al., 2012]. Being the most valu-
able data of Yelp’s platform, exploration into the reviews using sentiment analysis and
machine learning techniques must yields interesting information.

In this study, we used the numerical score given by the users to create labels for
each review and then applied existing algorithms of opinion mining on the text in order
to estimate how each word affects the sentiment of the customer. The analysis was made
on an extensive dataset made available by the Yelp Dataset Challenge. Support Vector
Machine (SVM) was the chosen machine learning algorithm and some experiments with
different text cleansing and stemming and feature selection algorithms were made looking
for the best classifier. A brief discussion of the algorithms tested and why some of them
are not suitable for the current scenario is also made.

By the end of this research, several interesting patterns about Yelp reviews were
found. Analysis on the sentiment polarity showed a preference on service over food
quality, which might indicate that users do not always try foods rather than the ones they
like. Aside from this, some insights that could be valuable for Yelp and new business
owners were revealed.

The outline of the paper is as follows. Section 2 presents an overview of recent
approaches to Sentiment Analysis, Natural Language Processing and some researches on
Yelp Dataset. Section 3 describes the data and the methods used for extracting information
from Yelp reviews. Section 3 contains preliminary tests and results. Finally, Section 4
wraps the research highlighting applications for the method and future studies.

2. Related Works

In this section we present the topic of Sentiment Analysis, Natural Language Pro-
cessing and Machine Learning more in depth, alongside with their associated problems.
Later, we finish by highlighting some ideas proposed by Yu et al. [2017].

Our present work relates to multiple lines of research. According to Medhat,
Hassan, and Korashy [2014], Sentiment Analysis (SA) or Opinion Mining (OM) is the
computational study of people’s opinions, attitudes and emotions toward text unit. The
range of applications is enormous and among them the one that is most related with this
study is improving customers’ relation model. SA can be classified in many levels of
granularity: document classification level [Turney, 2002], sentence classification level
[Hu and Liu, 2004], phrase classification level [Wilson et al., 2005] and lately word/term
level [Nikos et al., 2011].

Several approaches have been used to address the sentiment hidden behind the
words and expressions provided by users. Most of them are related to machine learning
and many researches have been made in order to find the best one that suits NLP concerns.
As the most popular are Naive Bayes (NB) [Troussas et al., 2013], Maximum Entropy
(ME) [A. and Sonawane, 2016], Support Vector Machine (SVM) [Yu et al., 2017], Unsu-
pervised Learning [Maas et al., 2011] and more recently Neural Networks [Kim, 2014].
Before the introduction of Neural Networks based methods, the state of the art was Linear
SVMs an therefore this is the approach being used in this study.



Although Sentiment Analysis is an extremely powerful technique that helps busi-
ness owners in the process of decision making, providing rich information given by real
customers, it still faces some hurdles. Liu [2010] raises some of the main barriers con-
cerning SA:

1. Object identification: This problem relates to identifying the objects to which
the text is referring to. The importance of this problem arises from the fact that
without knowing the object on which an opinion has been expressed, the opinion
becomes useless.

2. Feature extraction: This problem regards extracting the main features, charac-
teristic of the object on which the opinion has been expressed. Many attempts has
been made to address this problem but this is still considered one of the main chal-
lenges encountered in SA. Currently researches are able to find nouns and noun
phrases but not with much accuracy. Verb features are very common but harder to
identify.

3. Synonym grouping: People often use different words or phrases to describe the
same feature (e.g ”sound” and ”voice”) and therefore the necessity of grouping
this words or sentences exits.

4. Opinion orientation classification: This issue arises from the need to identify if
a sentence contains or not an opinion and, if so, whether it is positive or negative.
It is a problem because there are an unlimited number of expressions that people
use to express opinions and, depending on the context and domain they can yield
different meaning. The worst case is found when, in the same domain, the same
word may indicate different opinions.

Three other major challenges facing OM are related to subjectivity and objectivity,
irony and context detection. The context is so important that most SA-related problems
stem from the difficulty in detecting it. Aside from that, irony is probably the most chal-
lenging barrier faced nowadays in this field as researchers do not agree completely on
its nature and definition. Filatova [2012] stated that one of the major issues within the
task of irony identification is the absence of an agreement among researchers (linguists,
psychologists, computer scientists) on how one can formally define irony or sarcasm and
their structure. The task becomes even harder as many theories that try to explain this
phenomenon agree that it is impossible to come up with a formal definition of it. Like-
wise, it is believed that these terms are not static but undergo changes [Nunberg, 2001]
and that sarcasm even has regional variations [Dress et al., 2008].

The advent of web technologies and the growth of Internet interactions alongside
the increase of visual communication through emoticons, GIFs and stickers introduced
new challenges for OM researchers.

Many Sentiment Analysis techniques uses support vector machines as classifier
and this study is no different. Support Vector Machines is a discriminative classifier
formally defined by a separating hyper plane. In other words, given labeled training data,
the algorithm outputs an optimal hyper plane which categorizes new examples. In two
dimensional space this hyper plane is a line dividing a plane in two parts which determine
the classification of new instances.

A study that highly influenced this project was proposed by Yu et al. [2017] and
consists in classifying word polarity in Yelp reviews and performing an analysis based



on restaurant type. The approach is relatively simple and produces powerful results. The
simplicity arises because the only data needed is a rating and a textual information per
review.

3. Data and Methodology

3.1. Data description

The dataset used for this work was provided by Yelp through Yelp Dataset Chal-
lenge Round 13 and was divided into 3 JSON files which contained approximately
550.000 business basic information (name, hours, address, category, etc.), 4 million re-
views and 2 million users.

For this analysis we were interested only in restaurants that have at least one cat-
egory different from the ”Restaurant” one and therefore used only the business attributes
and customer reviews dataset. After the filtering process we were left with 1,100,976 re-
views collected from 27,793 restaurants, distributed in 13 categories across 23 American
states.

Figure 1. Distribution of reviews per categories

Attributes used for this study were just a small subset of the ones provided by the
dataset. In the business data business id was used for joining purposes and categories
were used as the key for grouping restaurants reviews into their corresponding category.
From the reviews side, the attributes used consisted in review id, business id, text content
and rating. Text content was used as the corpus for the sentiment analysis and rating to
create the label (positive or negative) for each review.



3.2. Data cleansing
First of all, the data that was in JSON format was converted to CSV. Both datasets

were merged using the business id attribute as a key and, for each review where the restau-
rant had more than one category, it was required to replicate it so that each had exactly
one associated category. To reduce the amount of data, only the top 12 categories with the
greatest amount of reviews were chosen. After that, reviews were labeled either positive
or negative accordingly to its rating and having as threshold 3 stars. The review text was
preprocessed to remove all kinds of punctuation.

Data cleansing played an important role in the experiments because the two mod-
els that were proposed differ in the way they handle the text within the review. The first
one advocates that only stop words must be removed from the content. Stop words are
most common words found in any natural language which carry only syntactic impor-
tance and very little or no significant semantic context in a sentence [K. and Saini, 2016].
This proposition might still leave some noise in data which could possibly lead to a lower
accuracy in the method. When compared to the method described below, the dimension
of the data is much higher increasing the complexity of the design.

The other approach suggested that in order to remove noise in reviews content, just
positive and negative words should have been kept. Thus another dataset that consisted in
a collection of positive and negative English words was needed. It was made available by
Bing Liu of The University of Illinois at Chicago (UIC) at his website https://www.
cs.uic.edu/˜liub/FBS/sentiment-analysis.html. The idea behind this
method is that only words that have some polarity can affect the overall opinion that is
being given. It is important to highlight that a possible drawback concerns the removal of
context and of words that might modify the meaning of a positive or negative term.

3.2.1. Stemming and Lemmatization

A topic in which both approaches coincide is Stemming and Lemmatization. Both
methods are forms of normalization and their goal is to reduce inflectional forms of a
word to a common base form, this is, to identify a canonical representative for a set of
related word forms. According to Manning et al. [2008] the two techniques differ in their
flavor. The authors stated that Stemming usually refers to a crude heuristic process that
chops off the ends of words in the hope of achieving this goal correctly most of the time,
while Lemmatization does things properly with the use of a vocabulary and morphological
analysis of words, normally aiming to remove inflectional endings only and to return the
base form of a word, which is known as the lemma.

Researches have shown that text normalization process highly increases the per-
formance of NLP methods. Although both propositions are very similar and have satis-
factory outcomes, Lemmatization usually yields more relevant results when compared to
Stemming [Balakrishnan and Ethel, 2014]. Based on this result, the current work opted
to use Lemmatization.

3.3. N-grams and Tokenization
Wikipedia defines an n-gram as a contiguous sequence of N items from a given

sample of text or speech. Here an item can be a character, a word or a sentence and N can



be any integer. n-grams model is one of the most widely used sentence-to-vector models
since it captures the context between N-words in a sentence. In tokenization context n-
grams are used to record the frequency of the word combination and how often they are
likely to occur. For this study we considered only uni-grams, bi-grams and tri-grams.

Tokenization consists in the identification of each “atomic” unit of a document,
this is, the task of splitting a stream of characters into words. This phase might seem
simple in languages that separate words with white spaces but it could get complicated in
those scenarios where this is not true such as in Chinese language. In the current research,
three tokenization methods are considered: Bag of Words (BoW), Binary Bag of Words
(BBoW) and Term Frequency-Inverse Document Frequency (Tf-Idf).

Bag of words is a simple method that vectorizes a text by simply counting occur-
rences of n-grams in a document. The result is a 1D vector in which the number of entries
coincides with the size of the n-gram space. The value of each entry is exactly the amount
of times the corresponding n-gram shows up in the review. Analogous do Bow, Binary
Bag of Words does the same steps but instead of counting, is computes just if the n-gram
appears or not, thus generating as an output a binary vector.

Term frequency-Inverse Document Frequency comes to address the problem iden-
tified with BoW that consists in giving too much emphasis in words that appear a lot in
a document but do not have semantic value (e.g. the term ”the” is very common so BoW
will tend to incorrectly emphasize documents which happen to use the word ”the” more
frequently). Wikipedia defines as a numerical statistic that is intended to reflect how im-
portant a word is to a document in a collection by weighting the term frequency with the
amount of documents the word shows up. The idea here is that if a word appears in many
documents it should be a very common one and therefore must not have much value. The
mathematical formulation used is as follows:

tfidf(t, d) = tf(t, d) ∗ log N

|{d ∈ D : t ∈ d}|
(1)

where,
tfidf(t, d) is the value for term t in document d,
tf(t, d) is the frequency of term t in document d,
N is the total number of documents in the corpus N = |D|,
{d ∈ D : t ∈ d} is the number of documents where the term t appears

3.4. Method

This study can be divided into two main parts. The first one consists in a Support
Vector Machine (SVM) classifier that is used to differentiate positive and negative n-gram
and to extract the respective score that let us analyze how positive or negative it really is.
Further, the score results are analyzed in the point of view of the polarity of each one of
the n-grams. The diagram below describes the whole process, from dataset extraction to
polarity ranking.

Regarding the initial phase, two approaches were proposed and multiple combina-
tions of tokenizers and n-gram range explored. Both models differ in the word selection



Figure 2. Model’s pipeline

algorithm, while the first one opted to remove all stop words the second suggested that
the best option is to only keep positive and negative words, thus eliminating any kind of
noise. For each one of the models all combinations of tokenizers and n-grams cited in
Subsection 3.3 were validated with 3 different categories. Data was randomly separated
into training, validation and testing set according to ratio 16:4:5. To avoid over or un-
der fitting, a cross validation was made in order to find the best hyper-parameter C. The
accuracy of each classifier was evaluated using the test partition of the data. A compar-
ison of the models was made and the model with best test performance was selected for
implementing the next step.

The second phase was aimed to find customers’ concerns for each of the restau-
rants categories. In order to do that, some vague adjectives that did not express the real
sentiment of the review (e.g. wonderful, terrible, incredible, etc) were removed. Another
assumption that was made is that the n-grams that were left could reflect the characteris-
tic of different cuisines. The analysis was made base on each cuisine separately because
we assumed that a word could be positive in the context of one category and negative
in another (e.g. the word ”sweet” could be positive in a desert category but not in the
American).

To get the ‘polarity score’ — value that reflects the polarity of sentiment — of each
cuisine, the score of each word was first multiplied by its frequency, and then normalized
by the total number of reviews for the specific category. The mathematical formulation is
the following:

polarity score(t, c) = score(t) ∗ frequency(t, c)

number of reviews(c)
(2)

where,
polarity score(t, c) is the factor that indicates how valuable word t is for cuisine c,
score(t) is the sentiment score of word t calculated by the SVM model,
frequency(t, c) is the frequency of word t among all reviews of cuisine c,



number of reviews(c) is the amount of reviews in cuisine (c).

The polarity score we calculated, basically shows how much a word contributes
to the score of all restaurants in a certain cuisine.

4. Results and Discussions
High accuracy was obtained by both methods proposed, reaching marks above

90%. Analyzing the cross validation results, we discovered that, on average, the results
with best accuracy were achieved when the hyper-parameter C was set to 0.1.

Setting C to 0.1 and running SVM classifier on the test data, the accuracy obtained
by the stop word approach was nearly 95% while the positive/negative words method
got a little bit over 92%. We also find that Bag of Words (BoW) using uni-grams was
the design that had the best cost benefit. Although Term Frequency-Inverse Document
Frequency usually outperforms BoW in most of the cases, we think that in our study the
results turned out to be different because we removed the stop words and in one of the
cases we kept just relevant words and therefore not having the issue of words appearing
very often in most documents.

Figure 3. Model’s accuracy comparison

Although the stop words approach outperformed the positive negative one, its
complexity was extremely higher and we lacked the computational resources required to
move with it. The dimensionality of the features turned out to be extremely high, making
the process of calculating terms frequency nearly impossible with the computer we had
available. Therefore, we chose to go with the positive negative approach, leaving the stop
words one for a future research.

Moving on from the classification side, results regarding polarity ranking were
quite unexpected. It seems that customers value service over food flavors, since words
such as friendly are top ranked. Another factor that might indicates that service is a
crucial factor is that words like fast is always ranked in the top 10 positive words. One



possible explanation of this coincidence is that when customers decide where to have a
meal, they would usually choose the specific kinds of cuisine they prefer. As for the food
flavor customers highlighted the freshness and tenderness as the most valuable aspects.

Figure 4. Top positive polarity score words by cuisine

Figure 5. Top negative polarity score words by cuisine

From the negative words list, we could observe that the blandness, coldness and
hardness of the food are more likely to to be the reason for a low score. A good rec-
ommendation for people who runs business within these cuisines is to focus on a better
seasoning, food temperature and to not overcook the food, as customers complain a lot
about this. An interesting fact is that people who go to Brazilian restaurants complained
about food seasoning, which might indicates a cultural aspect, since this cuisine is much
distinct from the other ones. The appearance of the word slow in different categories sup-
port our hypothesis that service is the main key factor for a good experience when going
out.

A really interesting information that we were able to identify is related to the
customers’ perception about pricing. In the positive words rank, many users referred to
the word reasonable to characterize a cuisine, which might indicates that the price is fair
relative to the experience they had in the restaurant. As for the negative words list, many
customers highlighted that the food was expensive and overpriced.

Finally, probably the most expected result but still very interesting is that we were
able to obtain results that match exactly with the common sense. Japanese cuisine offers



many raw dishes, so it was expected and was confirmed that freshness is definitely a key
factor for the restaurant success. Our study also showed that customers’ opinions have
emphasized the reputation of French bistros for being expensive and over-priced. As for
the last common sense, we would like to highlight the greasiness of the Chinese cuisine,
that is very famous for its deep fried foods and sweet sauces.

5. Conclusion an Future Works

In this paper, we implemented an efficient SVM model to calculate the relevance
of the sentiment expressed by words in reviews. Other than extracting keywords, this
model could be used, with few modifications, to predict ratings of Yelp’s tips, thus giving
more reasonable overall ratings for restaurants, since tips are highly valuable for business
owners. Changing the context from cuisines to actual restaurants is also something that
could yield interesting results and probably an even powerful decision making helper for
stakeholders.

Taking our analysis into consideration is pretty easy to create rich recommenda-
tions for each cuisine. The features that this method helps to extract from any set of
reviews can be used by restaurant owners for essential decision making. Without having
to read all the reviews they can understand why customers like or dislike their establish-
ment and even compare his services with the ones offered by their competitors. A possible
drawback that must be highlighted concerns the amount of reviews required in order to
have a satisfactory outcome.

From the standpoint of Yelp and its customers, the method can be used as a new
feature in the Yelp Dashboard to help users choose the location that best suits their needs.
The panel could show the key positive and negative feelings drawn from the ratings to
provide users with a description of the main characteristics of the venue, thus helping
them in the choice process

Other application of the method may include a consulting process that helps peo-
ple who wants to start a local business in the food industry. Suppose someone would like
to open a Japanese and Asian restaurant, by operating the steps described in this research
he would definitely be more accurate in his decision process if it is worth or not. By
knowing what are the points in which similar restaurants are failing to deliver to their
customers and the ones they are delivering with excellence, the new business owner can
just replicate the good stuff and enhance the bad ones.

Although the performance of the model used is satisfactory, there are plenty of
space for improvement. One of the suggestions for future works is to try to execute
the whole process with the stop words approach and maybe explore if this method also
applies for Yelp’s Tips. In addition, using the extracted words as features for a recom-
mendation system is also something we would like to explore in the near future. In order
to have a more robust system this recommendation could easily take into consideration
compliments (e.g. funny, cool, useful, etc.) given the reviews by other patrons.
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