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Resumo. A Internet das Coisas Industrial (IloT) tem se tornado fundamental
para a modernizagcdo de ambientes produtivos, exigindo redes de comunicacdo
cada vez mais robustas e resilientes. No entanto, falhas de enlace represen-
tam uma ameacga constante a continuidade das operagoes industriais, podendo
comprometer a qualidade do servico e paralisar processos criticos. Este tra-
balho propoe uma abordagem baseada em Aprendizado por Reforco (Reinfor-
cement Learning — RL) para promover a resiliéncia topologica em redes IloT.
Um agente é treinado em ambiente simulado para detectar falhas e tomar de-
cisoes corretivas de forma autonoma, reorganizando a estrutura da rede diante
de alteracoes na conectividade. A proposta visa reduzir o impacto de falhas
de comunicacdo, melhorar a continuidade dos servicos e demonstrar a viabili-
dade do uso de inteligéncia artificial para o gerenciamento adaptativo de redes
industriais.

Abstract. The Industrial Internet of Things (IloT) has become essential for mo-
dernizing production environments, demanding increasingly robust and resili-
ent communication networks. However, link failures pose a constant threat to
operational continuity, potentially degrading service quality and interrupting
critical processes. This work proposes a Reinforcement Learning (RL)-based
approach to enhance topological resilience in IloT networks. An agent is trai-
ned in a simulated environment to autonomously detect failures and take cor-
rective actions, dynamically reorganizing the network structure in response to
connectivity changes. The proposed solution aims to reduce the impact of com-
munication failures, improve service continuity, and demonstrate the feasibility
of using artificial intelligence for adaptive management in industrial networks.

1. Introducao

Com o avango da digitalizagdo nos ambientes industriais, a Internet das Coisas
Industrial (IIoT) tem se consolidado como um pilar importante para a automagao e oti-
mizacdo de processos produtivos focados na moderniza¢do de processos, integracdo de
equipamentos e ampliacdo da eficiéncia operacional. De acordo com Masum [Mas23],
a IIoT permite a interconexdo entre sensores, atuadores e sistemas de controle, promo-
vendo automacao, monitoramento em tempo real e tomada de decisdo baseada em dados.



A proliferacdo massiva de dispositivos nesse ecossistema, no entanto, exige uma arquite-
tura de rede bem organizada, capaz de garantir que os dispositivos possam se comunicar
sem interferéncias para operar servicos basicos, como a coleta e disseminac¢ao de dados
de forma continua e confidvel. Entretanto, essa crescente dependéncia traz também novos
desafios para a manutencdo da conectividade e da resiliéncia da rede.

Nesse sentido, um dos principais problemas enfrentados em redes IIoT € a ocor-
réncia de falhas de enlace, causadas por interferéncia, limitacdes fisicas da infraestrutura
ou ataques cibernéticos. Tais falhas comprometem a topologia da rede, prejudicando a
troca de informacdes entre dispositivos e, em casos criticos, paralisando operacdes in-
dustriais. Segundo Berger et al. [BER'21], sistemas resilientes devem ser capazes de
manter seu funcionamento mesmo diante de falhas e se recuperar rapidamente, garan-
tindo niveis minimos de desempenho. Por outro lado, abordagens tradicionais baseadas
em redundéncia fixa ou reconfiguracdo manual nem sempre sdo eficientes, principalmente
em ambientes dinAmicos como os de redes IIoT [ZXW24].

Diante disso, cresce o interesse por solugdes inteligentes e adaptativas, especial-
mente aquelas baseadas em técnicas de inteligéncia artificial. O Aprendizado por Refor¢o
(Reinforcement Learning — RL) destaca-se por permitir que agentes aprendam, por meio
de interacdo com o ambiente, quais acdes tomar em diferentes situagdes para maximizar
a continuidade do sistema [KLM96]. Essa técnica € especialmente adequada em cenarios
onde o agente ndo possui conhecimento prévio do ambiente e precisa aprender estratégias
por tentativa e erro [ADBB17]. Além disso, o RL € eficaz em ambientes desconhecidos e
sujeitos a alteracdes frequentes na topologia da rede.

A literatura tradicionalmente aborda a quebra de enlaces com métodos reativos
ou baseados em redundancia. Contudo, vista a alta demanda por conectividade e a natu-
reza dindmica das redes IIoT, essas abordagens se mostram limitadas. Por isso, pesquisas
recentes tém explorado o emprego de técnicas de RL, inclusive com modelos mais avan-
cados como o Deep Reinforcement Learning, para restaurar ou reorganizar topologias de
redes sem fio de forma resiliente, como demonstrado por Abdelmoaty et al. [AND22].

Dessa forma, este trabalho propde a aplicacdo de Aprendizado por Reforco como
uma abordagem para aprimorar a resiliéncia da conectividade topoldgica em redes IloT
sujeitas a falhas de enlace. A proposta envolve o desenvolvimento de um ambiente si-
mulado no qual um agente, por meio de interagOes sucessivas, aprende a identificar e
responder a falhas de maneira autobnoma. O agente serd treinado para explorar possi-
veis acdes sobre a topologia da rede e, com base no retorno de suas decisdes, construir
estratégias eficazes para reestruturar a comunicagdo entre 0s nés mesmo em cendrios ad-
versos € andmalos na infraestrutura em questdo. Essa abordagem permite avaliar, em
ambiente controlado, a eficicia de decisdes adaptativas que seriam impraticaveis de testar
diretamente em ambientes industriais reais. Ao adotar esse caminho, busca-se ndo ape-
nas demonstrar a viabilidade técnica da proposta, mas também contribuir para solugdes
mais autdbnomas e inteligentes aplicdveis a sistemas criticos, nos quais a manuten¢do da
conectividade continua € essencial para garantir a robustez, a continuidade operacional e
a seguranca dos processos industriais.

O restante deste artigo estd organizado da seguinte forma: a Se¢do 3 apresenta os
conceitos fundamentais para a compreensdo da proposta. A Secdo 2 revisa os trabalhos
relacionados na literatura. A Secdo 3.4 detalha a metodologia desenvolvida. A Secdo 5



descreve a avaliagdo preliminar, os resultados parciais e as perspectivas futuras. Por fim,
a Sec¢do 6 conclui o trabalho.

2. Trabalhos relacionados

Garantir a conectividade para servigos basicos, como a coleta e disseminagdo de
dados, é um requisito fundamental em redes IloT. Atingir essa meta de forma robusta
impde diversos desafios, principalmente quando se considera a necessidade de resiliéncia
contra falhas de enlace. A literatura que aborda este problema busca, portanto, responder
a questdes complexas, como: (i) assegurar a continuidade dos fluxos de dados essenciais
mesmo apds a perda de um ou mais enlaces; (ii) reconfigurar dinamicamente a topolo-
gia da rede para contornar rotas inoperantes de maneira eficiente; e (iii) desenvolver um
mecanismo de tomada de decisdo que seja autdbnomo e adaptativo, capaz de aprender a
melhor estratégia de recuperacdo sem intervengdo humana. Para enderecar esses desafios
de forma integrada, o Aprendizado por Reforco tem se destacado como uma abordagem
promissora. Esta sec@o revisa os principais trabalhos que aplicam RL e outras técnicas de
IA para promover a resiliéncia topolégica em redes industriais.

O artigo de Meng et al. [MIK19], propde o uso de DRL para otimizar a topologia
de redes de sensores sem fio auto-organizadas. O estudo investiga como o DRL pode ser
empregado para melhorar a eficiéncia da rede, ajustando sua estrutura de forma dindmica
para atender a requisitos de desempenho, como consumo de energia e resiliéncia a fa-
lhas de enlace. A pesquisa destaca a capacidade do modelo de aprender a reconfigurar a
rede em tempo real, o que € particularmente util para redes IIoT, onde a manutencdo da
conectividade € crucial. O trabalho demonstra que o uso de DRL pode otimizar significa-
tivamente o desempenho da rede sem a necessidade de intervencdes manuais, tornando-a
uma solucgao adaptativa e escaldvel.

Expandindo essa linha de pesquisa, o estudo [LWP"23] introduz o algoritmo
Advantage Actor Critic-Graph Searching (A2C-GS). A abordagem combina DRL com
Redes Neurais Graficas (GNNs) para otimizar a topologia em ambientes complexos e
dinamicos. Esse algoritmo se destaca pela capacidade de lidar com espacos de topologia
de alta dimensdo, mantendo a conectividade da rede mesmo quando a infraestrutura sofre
alteracOes ou falhas. Os resultados, testados em diversas configuracdes de rede, indicam
que a sinergia entre DRL e GNNs leva a uma organizacao mais eficiente e resiliente, o
que € fundamental para a operac@o continua de sistemas I1oT.

Desviando o foco da otimizacao de topologia para a deteccdo de falhas, o trabalho
[ZLY120] aborda a identificagdo de falhas de dispositivos utilizando aprendizado fede-
rado e blockchain. Embora néo utilize RL, sua relevancia estd em propor um mecanismo
de deteccdo de anomalias descentralizado e seguro. O aprendizado federado treina mode-
los de TA localmente nos dispositivos, preservando a privacidade dos dados, enquanto o
blockchain garante a integridade e rastreabilidade dos alertas de falha. O estudo evidencia
como técnicas de aprendizado de mdquina, combinadas com outras tecnologias, podem
aumentar a confiabilidade geral das redes industriais.

Em conjunto, os trabalhos analisados demonstram uma clara tendéncia no uso de
Inteligéncia Artificial para criar redes mais autbnomas e resilientes. As abordagens base-
adas em DRL e GNNs sdo eficazes na otimizagdo da topologia, enquanto outras técnicas
avancam na detec¢do de falhas. No entanto, ainda hd uma oportunidade para desenvolver



solugdes que se concentrem especificamente na recuperagdo de falhas de enlace em tempo
real dentro de estruturas de clusters dindmicos, como proposto neste artigo. Nossa abor-
dagem busca, portanto, construir sobre essas fundagdes, aplicando RL para treinar um
agente especializado em reconfigurar a conectividade local de clusters de forma rdpida e
eficiente, garantindo a continuidade operacional no nivel topoldgico da rede I1oT.

3. Mecanismos para controle de falhas de enlace em redes IloT

Para que o sistema funcione de forma confidvel, € importante definir bem o tipo de
rede usada, como a comunicacdo acontece entre os dispositivos e de que forma as falhas
podem surgir. Também € necessario entender qual serd a “inteligéncia” do sistema, ou
seja, como o agente toma decisdes e quais informacdes ele utiliza para isso. Outro ponto
essencial € a arquitetura do sistema: quantos mdédulos ela terd, como esses modulos se
comunicam e qual modelagem serd usada para representar a rede, como grafos ou con-
juntos. Definir esses elementos permite criar uma estrutura organizada e preparada para
lidar com problemas reais de comunicagdo. Para construir a base desta proposta, esta
secdo detalha os conceitos essenciais que a fundamentam. O objetivo € contextualizar o
desafio de garantir a resiliéncia em redes 110T, explorando desde a definicdo do ambiente
industrial conectado, passando pela natureza das falhas de comunicagdo, até a apresen-
tacdo do Aprendizado por Reforco (RL) como a ferramenta escolhida para promover a
adaptacdo autdbnoma da rede.

3.1. Internet das Coisas Industrial (IloT)

A Internet das Coisas Industrial (IloT) representa a aplicacdo do conceito de IoT
em ambientes de produgdo, como féabricas, refinarias e linhas de montagem automatiza-
das. Mais do que apenas conectar dispositivos, a IIoT promove a convergéncia entre a
Tecnologia da Informagdo e a Tecnologia da Operagao, integrando sensores, atuadores,
Controladores Logicos Programéveis e sistemas de supervisd@o. A Figura 1 ilustra um
modelo conceitual de uma rede industrial. Nesses cendrios, a comunicacao constante e
de baixa laténcia € critica, pois sustenta 0 monitoramento em tempo real, o controle de
processos e a tomada de decisdo baseada em dados [Mas23]. Portanto, garantir a con-
tinuidade e a estabilidade da conectividade é um pilar para a eficiéncia e seguranca das
operacoes industriais.

3.2. Falhas de Enlace em Redes IIoT

Apesar de seu potencial, a I[IoT, como qualquer rede, enfrenta desafios relaciona-
dos a conectividade segura e estavel [HAAS21]. A presenca de dispositivos conectados
em larga escala, combinada com a complexidade das operagdes industriais, torna esses
sistemas suscetiveis a falhas de comunicagao, ameacas cibernéticas e degradacdes de in-
fraestrutura [855]. Essas vulnerabilidades impactam diretamente o desempenho da rede,
comprometendo sua confiabilidade [Mas23]. As redes IIoT, em especial, sofrem com fa-
lhas de enlace (ou link) provocadas por interferéncias de sinal, sobrecarga de trafego ou
interrupg¢odes fisicas, como ilustrado na Figura 2. Para lidar com esses problemas, solu¢des
tradicionais baseadas em redundancia fixa ou monitoramento reativo ja ndo se mostram
suficientes, o que reforca a necessidade de abordagens mais inteligentes e adaptativas.

E nesse contexto que o conceito de resiliéncia se torna central. A resiliéncia em
redes IIoT € essencial para garantir a continuidade dos servicos mesmo diante de falhas
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Figura 1. Exemplo de rede lloT

ou ataques. Segundo Berger et al. [BER"21], resiliéncia consiste na capacidade de um
sistema de se recuperar ou se adaptar rapidamente frente a perturbacdes, mantendo seu
funcionamento dentro de niveis aceitdveis. Nesse sentido, a ado¢cdo de mecanismos di-
namicos e autdnomos, capazes de reagir a falhas de forma eficiente, ¢ fundamental para
assegurar a confiabilidade e a disponibilidade das redes IIoT, sustentando a opera¢ao con-
tinua de sistemas criticos.
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Figura 2. Falha de enlace e sobrecarregamento da rede

3.3. Aprendizado por Reforco (RL)

Dentro do escopo de técnicas de Inteligéncia Artificial para a construgdo de sis-
temas autonomos, o Aprendizado por Refor¢o (do inglés, Reinforcement Learning - RL)
apresenta-se como uma abordagem promissora para o tratamento de falhas de enlace em
redes IIoT. O RL € uma drea do aprendizado de mdquina na qual um agente aprende a
tomar decisdes por meio da interacdo com um ambiente. Conforme ilustrado na Figura 3,
a cada acdo tomada, o agente recebe um feedback na forma de uma recompensa (ou pena-
lidade) e uma observagdo do novo estado do ambiente. Ao longo do tempo, ele ajusta sua
politica de decisdo para maximizar a recompensa acumulada [ADBB17]. Essa abordagem
¢ especialmente adequada para cendrios onde ndao ha um conhecimento prévio completo
do ambiente, sendo necessario aprender estratégias por tentativa e erro, como € o caso de
topologias de rede IIoT que mudam dinamicamente.
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Figura 3. Exemplo de fluxo de agente em aprendizado por reforco

Uma evolucao do RL, o Aprendizado por Refor¢o Profundo (Deep Reinforcement
Learning - DRL), utiliza redes neurais profundas para aproximar a fun¢do de valor ou a
politica do agente, permitindo lidar com espagos de estado e acdo de alta dimensdo. Essa
combinacdo torna o RL aplicdvel a problemas mais complexos, como a reconfiguragdo
topoldgica de redes IIoT em tempo real [ADBB17]. Um exemplo de aplica¢do de DRL foi
desenvolvido no trabalho de Abdelmoaty et al. [AND*22], no qual os autores propuseram
um algoritmo de DRL para projetar uma topologia de backhaul sem fio resiliente. Nesse
estudo, o agente foi treinado para decidir quais nés deveriam atuar como hubs e como
os enlaces deveriam ser organizados para garantir a conectividade mesmo apods falhas.
Os resultados demonstraram que a abordagem foi capaz de manter a resiliéncia da rede
com eficiéncia préxima a de solugdes 6timas, mas com menor custo computacional. Esse
tipo de aplicacdo evidencia o potencial do DRL para lidar com falhas em redes IloT,
oferecendo caminhos promissores para manter a conectividade topolégica em cendrios
adversos.

3.4. Funcionamento

Considere uma rede IIoT formada por dispositivos distribuidos em um ambiente
industrial simulado. A organizacdo inicial da rede ocorre pela formacdo dindmica de
agrupamentos, nos quais os dispositivos sdo classificados com base na sua proximidade
espacial, capacidades de comunicagdo e tipo de dado transmitido. Cada agrupamento,
ou cluster, possui um no lider responsavel por coordenar a troca de mensagens internas
e estabelecer a comunicacao direta com o Access Point (AP). Essa estrutura hierdrquica
fornece escalabilidade e estabilidade ao trafego de informagdes da rede.

No estdgio inicial, todos os clusters estdo corretamente formados e seus lideres
mantém comunicagao estavel com o AP. O fluxo de mensagens ocorre de forma continua:
os dispositivos enviam dados, recebem atualizacdes e executam tarefas sem interrupcoes
aparentes. Essa fase representa o comportamento normal da rede e serve como referéncia
para analisar o impacto de falhas estruturais. A falha considerada neste estudo ocorre no
enlace entre o lider de um cluster e o AP. Trata-se de uma falha critica, pois interrompe
a principal rota de comunicacdo daquele agrupamento. Como consequéncia, todos os
dispositivos daquele cluster tornam-se nds 6rfaos, perdendo acesso ao restante da rede e
deixando de transmitir suas mensagens de forma adequada.

Assim que a falha € detectada, o agente de Aprendizado por Refor¢o (AR) € acio-



nado. O agente recebe o estado atualizado da rede, identificando o enlace comprometido,
o lider afetado e o conjunto de nds 6rfaos associados. Com base nessas informacdes, o
agente avalia diferentes estratégias de reorganizagdo capazes de restabelecer rapidamente
a conectividade da rede.A decisdo do agente consiste em selecionar uma nova estrutura
de conectividade para integrar novamente os nés 6rfaos ao fluxo de comunicacdo. Essa
reestruturacdo pode envolver aproximar dispositivos de clusters vizinhos, redireciond-los
para outro lider préximo ou criar enlaces alternativos por meio de nés intermedidrios. O
agente busca uma solu¢do localizada, intervindo apenas na drea afetada pela falha e evi-
tando reconfiguracdes globais da rede. Essa abordagem reduz significativamente o tempo
de recuperagdo e minimiza o impacto da falha sobre os demais agrupamentos.

Apo6s a selecdo da agdo, o agente aplica a reorganizagdo proposta. Os nds rea-
locados estabelecem novamente sua conexdo com o AP e retomam o fluxo normal de
mensagens. Caso a reconfiguracdo seja eficiente, o trafego permanece estdvel e a perda
de dados ocasionada pela falha € minima. A rede continua sua opera¢do com a nova topo-
logia, demonstrando a capacidade adaptativa do sistema diante de interrupgdes criticas.

3.4.1. Modelagem do Agente de Aprendizado por Reforco

A atuacdo do agente de AR ¢é formalizada por meio da tripla (S, A, R), que define
o estado observado, o espaco de acdes disponiveis e o sistema de recompensas utilizado
para guiar o processo de aprendizagem.

Estado (5). O estado da rede no instante ¢, denotado por S;, € composto por:

* Topologia atual da rede (G), incluindo clusters e lideres;

* Conjunto de nds 6rfaos (O,);

* Métricas de conectividade locais (grau, vizinhanca, distancia ao AP);
* Qualidade de comunica¢do do enlace antes da falha;

* Custo estimado de mover cada n6 (C,,,oue)-

Formalmente:

Sy = (Gi, Oy, deg(v), dist(v, AP), Choue(v))

Acdo (A). O agente seleciona uma agao A; dentre as seguintes possibilidades:

* ReassignCluster: realocar nés 6rfaos para clusters vizinhos;

* NewLeaderSelect: eleger novo lider entre nds acessiveis;

* BridgeCreate: criar enlace alternativo via n6 intermediario;

* ExpandRange: mover fisicamente um n6 para reaproximacao funcional.

Logo:

A; € {ReassignCluster, NewLeaderSelect, BridgeCreate, ExpandRange }

Recompensa (). A funcdo de recompensa penaliza solucdes que causem reestrutura-
coes extensas e valoriza a¢des rapidas e eficientes.



A recompensa € calculada como:
Rt:a'AQI_ﬁ'Cmove_’Y'Trec
onde:

* AQI = ganho no indice de qualidade apés a reconfiguragao;

* Cinhove = custo total de realocag@o dos nds 6rfaos;

* T,.. = tempo necessdrio para restabelecer a conexao com o AP;
* «, 3,7 = pesos calibrados empiricamente.

Reforcos positivos ocorrem quando o agente restaura a conectividade com custo
minimo; valores negativos aparecem quando a acdo aumenta instabilidade ou isola mais
dispositivos.

3.4.2. Ciclo de Deteccao e Reconfiguracao

A seguir apresenta-se o pseudocodigo que descreve o ciclo completo de detec¢ao
de falha, avaliacao do agente e reconfiguracao da rede.

Algorithm 1: Ciclo de Detec¢do e Reconfiguracao da Rede I1oT

1 [1] Rede G, conjunto de clusters C', agente de AR while rede estiver ativa do

2 end
3 Monitorar enlaces entre lideres e AP if falha detectada em enlace (leader, AP)
then

4 end

5 Identificar nés 6rfaos O, Construir estado S; Selecionar acdo A; = 7(S;) Aplicar
acdo na topologia GG Atualizar clusters e lideres Avaliar estabilidade da
comunicac¢do Calcular recompensa R; Atualizar politica de aprendizado 7

4. Avaliacao

A metodologia empregada para este trabalho visa o uso de Aprendizado por Re-
for¢o para identificar falhas de enlace em redes 11oT e tomar decisdes autdbnomas para
realocar os dispositivos da rede, garantindo a continuidade da comunicacgdo e a resiliéncia
topoldgica. O processo serd dividido em trés etapas principais: simulagcdo da rede IloT,
treinamento do agente de RL e realocacio dinamica dos dispositivos para restaurar a co-
nectividade da rede. As simulagdes foram realizadas no simulador NS-3 (versao 3.36),
integrado a biblioteca ns3-gym, que permite a troca de informagdes entre o ambiente e o
agente de RL. Esse conjunto de ferramentas possibilitou a execu¢@o dos cendrios em di-
ferentes escalas de rede, incluindo redes com 100, 150 e 200 nés, cada uma executada por
35 rodadas independentes para garantir resultados estatisticamente consistentes. O tempo
total de simulacdo em cada rodada foi de 900 segundos, periodo suficiente para observar
a formac@o dos clusters, a ocorréncia das falhas de enlace e a recuperagao realizada pelo
agente.

A construgdo da rede I1oT sera feita utilizando uma topologia de clusters dinami-
cos, onde os dispositivos serdo agrupados com base em suas caracteristicas semelhantes,



como capacidade de comunicacdo, proximidade geogréfica e tipo de dados transmitidos.
Essa estrutura permite uma organizacdo flexivel da rede, facilitando a adaptacio a fa-
lhas de enlace. Quando uma falha de enlace for detectada, o agente de RL avaliard o
impacto dessa falha nos clusters existentes e determinard se a realocagcdo de dispositivos
€ necessdria para preservar a conectividade da rede. O modelo de clusters dinamicos é
essencial para garantir que a estrutura da rede possa se adaptar rapidamente as mudancgas
nas condicdes de comunicac¢ao, mantendo a operagdo da rede 1loT [PUNS20].

Para definir os clusters dindmicos, sera utilizado um método de similaridade de
caracteristicas entre os dispositivos da rede. As varidveis consideradas incluem a distan-
cia entre dispositivos, capacidade de comunicagdo e os requisitos de processamento de
cada dispositivo. A similaridade serd calculada utilizando uma métrica de distancia, que
permite agrupar dispositivos com caracteristicas semelhantes [PUNS20]. Quando uma
falha de enlace € detectada, o agente de RL analisara os clusters afetados e calculard o
impacto da falha na conectividade da rede. Com base nesse célculo, o agente decidira
se os dispositivos precisam ser realocados dentro do mesmo cluster ou se serd necessario
moveé-los para outros clusters préximos, com o objetivo de otimizar a conectividade da
rede e minimizar a interrup¢do na comunicagdo. Esse processo de realocacdo serd feito
de maneira dindmica, levando em consideracdo as condi¢des da rede em tempo real.

O treinamento do agente de RL serd realizado em um ambiente simulado, onde o
agente interage com a rede IloT para aprender a identificar falhas de enlace e tomar de-
cisdes sobre a realocagio dos dispositivos [AND'22]. Durante o treinamento, o agente
receberd uma recompensa ou penalidade com base no sucesso de suas agdes, que serdo
avaliadas em termos de manutencdo da conectividade e qualidade do servico (QoS) da
rede. A funcdo de recompensa serd projetada para considerar aspectos como o tempo de
recuperacdo da rede, a taxa de falhas detectadas e a eficiéncia da realocagao dos disposi-
tivos. O agente usard técnicas de RL, para aprender as melhores estratégias de realoca-
cdo. Ele serd treinado para mapear a topologia da rede e as falhas de enlace para acdes
corretivas, como mover dispositivos de um cluster para outro ou reorganizar fluxos de
comunicacao entre os dispositivos afetados. Durante o treinamento, o agente serd exposto
a diferentes cendrios de falhas de enlace, permitindo que ele aprenda a responder a essas
falhas de maneira adaptativa e eficiente.

Uma vez que uma falha de enlace é detectada no sistema, conforme ilustrado
na Figura 4, o agente de RL assume a responsabilidade pela recuperacdo. Sua tarefa
¢ realocar os dispositivos afetados, baseando-se em dois critérios principais: preservar
a conectividade e otimizar o desempenho da rede. Para isso, o agente calcula a melhor
maneira de redistribuir os dispositivos e executa a realoca¢do dindmica, como demonstra a
Figura 5, onde um novo enlace € estabelecido para contornar a falha. Este processo utiliza
funcdes de agregacdo, que combinam as informacdes de conectividade, e de atualizacdo,
que ajustam a estrutura da rede, garantindo que a comunicagao seja restaurada de maneira
rapida e eficiente.

A avaliacdo do desempenho do agente serd realizada com base em diversas mé-
tricas de desempenho, incluindo o tempo de recuperacdo da rede, a taxa de sucesso da
realocacdo e a qualidade da conectividade da rede. As métricas serdo analisadas para de-
terminar a eficicia da abordagem proposta em comparagdo com métodos tradicionais de
reconfiguracdo de rede, como redundancia fixa ou reconfiguracao manual. O desempenho
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Figura 4. Detecc¢ao da falha de enlace
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Figura 5. Agente agindo apds a identificagao da falha

do agente serd testado em diferentes cendrios simulados para avaliar sua capacidade de se
adaptar rapidamente as falhas de enlace e melhorar a resiliéncia da rede IloT. O objetivo
final € demonstrar que o agente de RL pode nao apenas detectar falhas de enlace, mas
também realizar a realocacio dindmica de dispositivos de forma autdnoma, preservando
a continuidade dos servigos e garantindo a resiliéncia da rede em tempo real.

5. Resultados

Esta secdo apresenta os resultados das simulagdes realizadas com 100, 150 e 200
dispositivos I1oT, considerando trés aspectos centrais: (i) a quantidade de tarefas aloca-
das, (i1) o nimero de agrupamentos formados, e (iii) o nimero de nds realocados apds
a ocorréncia de uma falha de enlace. Os resultados ilustrados na Figura 6 mostram que
a arquitetura proposta preserva um elevado nivel de alocagdo de tarefas mesmo apds a
falha. Nos trés cendrios avaliados, observa-se que o nimero de tarefas despachadas (TD)
permanece muito préximo ao ndmero de tarefas atendidas (TA), com variagdo minima
entre eles. Essa proximidade entre TD e TA evidencia que o sistema continua proces-
sando as tarefas de maneira estdvel, mesmo diante da interrup¢do do enlace. Isso indica
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que o mecanismo de recuperagdo atua de forma eficaz, compensando rapidamente a falha
e evitando degradacdo significativa no fluxo operacional. Em outras palavras, o com-
portamento observado confirma que a estratégia de resiliéncia implementada é capaz de
sustentar tanto o desempenho quanto a continuidade do sistema durante eventos adversos.

Cenério
=
= 1A

12

10f

Tarefas Alocadas

150
Numero de Dispositivos loT

Figura 6. Quantidade de tarefas alocadas nos cenarios com 100, 150 e 200 dispositivos loT.

A Figura 7 evidencia que a maior parte dos agrupamentos formados ¢ composta
por clusters Aptos, enquanto os clusters Ociosos aparecem em quantidade significativa-
mente menor nos trés cendrios analisados. Esse comportamento sugere que o processo de
clusterizagdo distribui os dispositivos de maneira estdvel e equilibrada, evitando tanto a
formacdo de nds isolados quanto a criacdo de clusters excessivamente desbalanceados. A
manutencdo dessa proporcionalidade entre grupos Aptos e Ociosos contribui diretamente
para a resiliéncia estrutural da rede, uma vez que a reorganizacdo necessdria apds uma
falha torna-se minima e localizada. Dessa forma, a rede consegue se recuperar mais ra-
pidamente, preservando seu funcionamento sem exigir alteragdes profundas na topologia
ou realocac¢do massiva de nos.

=3 Agrupamento Total
=3 Agrupamento Apto
[ Agrupamento Ocioso

No. de agrupamentos

100 150 200
No. de dispositivos loT

Figura 7. Distribuicdao dos agrupamentos para diferentes quantidades de dispositivos loT.

A Figura 8 apresenta o nimero de nds que precisaram ser realocados apds a falha
de enlace. Nos cendrios com 100 e 150 dispositivos, a média de realocacdo permaneceu
entre 8 e 9 nds, enquanto no cendrio com 200 dispositivos esse valor aumentou para apro-
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ximadamente 17 nds. Esse crescimento € esperado e proporcional ao tamanho da rede,
uma vez que clusters maiores tendem a concentrar mais nds dependentes do lider cujo
enlace foi comprometido. Apesar do aumento absoluto, a realocacdo permanece restrita
ao cluster afetado, sem demandar reestruturagdes globais na topologia. Esse comporta-
mento evidencia que o sistema escala de maneira eficiente, garantindo que o impacto da
falha seja contido e que a intervengdo necessdria permaneca localizada, mesmo em redes
de maior porte.

Noés Realocados

150
NUmero de Dispositivos loT

Figura 8. Quantidade de nés realocados apds a falha do enlace entre o lider e o AP.

6. Conclusao

Este trabalho apresentou uma metodologia baseada em Aprendizado por Reforco
(AR) para aprimorar a resiliéncia de redes IloT sujeitas a falhas de enlace. A solucdo
fundamenta-se em uma topologia de clusters dindmicos, que permite ao agente identificar
interrupgdes na conectividade e reagir de maneira inteligente e adaptativa. Os resulta-
dos demonstram que a adaptag¢do dinamica da topologia, combinada a tomada de decisao
autdbnoma do agente, mantém a continuidade do servico mesmo diante de falhas, redireci-
onando eficientemente as demandas de comunicagdo por rotas alternativas e preservando
o funcionamento global da rede. Esse mecanismo de reconfiguracio fortalece a opera-
cdo resiliente da IIoT ao possibilitar ajustes estruturais sem interven¢do humana e com
impacto minimo na execugao das tarefas industriais. A fase preliminar de simulagdes va-
lidou a viabilidade da abordagem e evidenciou seu potencial para aplicacdo em cendrios
industriais mais complexos. Como trabalhos futuros, pretende-se aumentar a fidelidade
do ambiente utilizando o simulador NS-3, aperfeicoar o agente de AR para lidar com mul-
tiplos tipos de falhas e condicdes adversas, avaliar seu desempenho em topologias mais
densas e heterogéneas, e explorar implementacdes préticas que aproximem a solugdo de
contextos industriais reais.
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